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Abstract
Abandoning the strategy of consciously
searching for a solution can be an insight
mechanism. A number of studies have
shown that control is important for both
insightful and non-insightful tasks. From
this it follows that the control has different
functions. Insight occurs in several stages,
at which the role of control is different. In
the beginning, the task is solved as non-
insightful and control is needed for intelli-
gence. This continues until an impasse in
the solution is reached. Next, intuitive
processes come to the first role, and the
role of control is decreasing. To study the
dynamics of control, the subject performs a
dual task, solving the main task (insightful
or non-insightful, visual or verbal) and
simultaneously reacting to sound stimuli

Pesiome
OTka3 OT cTpaTernu CO3HATEJIBHOTO IOMCKA
peleHusi MOXKeT ObITb MEeXaHU3MOM WMHCATa.
Pan wucciaepoBaHMii MOKa3al, YTO KOHTPOJIb
BaykeH Kak JJIsSt MHCAUTHBIX, TaK U [T HEMHCAMT-
HBIX 3a1a4. U3 atoro ciemyer, 4To y KOHTPOJIS
ecTb pasuble GyHKIIN. VIHCAUT OCyIecTBIsIeTCs
B HECKOJIBKO 9TAIIOB, HA KOTOPBIX POJIb KOHTPOJISI
pasnuyHa. Bravare 3amavya pemraercss Kak HEWH-
caifTHas, ¥ KOHTPOJIb HYKEeH JUUIS UCCJIeJOBAHUS
CUTyanuu. ITO MPOJOJIKAETCS 0 TeX TI0P, TIoKa
He GyJIeT IOCTUTHYT TYNUK B pemenn. [lanee, Ha
MIEPBBIH TJIAH BBIXOAST UHTYUTUBHBIE TTPOIIECCHL:
POJIb KOHTPOJIS CHIDKaeTcs. [liist u3ydeHust qiHa-
MUKHU KOHTPOJISI MCITBITYEMBIii BBITIOJIHSIET J[BOMA-
HyI0O 3ajJady: pelleHue OCHOBHON 3afayu
(MHCAUTHON MW HEMHCAUTHOMN, 3pUTETbHON WK
BepOaIbHOI) U OJHOBPEMEHHOE DearupoBaHie
Ha 3BYKOBBIE CTUMYJIBI ([Ba YPOBHS CJIOXKHOCTH
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(two levels of complexity of reactions). To
study the role of control, we propose to use
modally non-specific stimuli (sound sig-
nals) presented in the single tone para-
digm. Twenty-five people took part in the
study. No significant differences in dynam-
ics were obtained. The probe-task was per-
formed much more slowly from the middle
stage of solving a non-insightful task to the
end of the solution. The execution of the
probe-task when solving the insightful task
was uniform. A non-insightful task forces
you to operate with voluminous intermedi-
ate data; this requires more resources of the
central executor block.

Keywords: problem solving, insight,
probe-task, working memory, dynamics of
thought processes, executive functions.
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peakiuii). [lJisi u3y4eHus poJiu KOHTPOJIS Npejl-
JIATaeTCs MCIOJIb30BaTh MOJAAIBHO Hectenudu-
YyecKue CTUMYJIbI (3BYKOBbIE CUTHAJBI), TIPE-
CTaBJIEHHBIE B NApajrMe CUHIJI-TOH (AHIJL. Sin-
gle tone). B wucciefoBaHuy NPUHSIN y4acTHe
25 yesioBeK. 3HAYMMBIX PA3JMYUil B JAUHAMUKE
HOJIy4eHo He ObLI0. 3a/jaHKe-30H/] BBITOIHSLIOCH
3HAYUTENHHO MeJJICHHEe OT CPEIHEro JTamna
pellleHnsl HeMHCAWTHON 3a1a4M JI0 KOHIA peliie-
Hug. BeinosHeHne 3ajaHusg-30HA2 BO BPEMs
peleHus MHCAWTHON 3ajaun ObLIO paBHOMED-
ubiM. HeuncaiiTHas 3a1aua BBIHYKAAET ONEPUPO-
BaTh OOBEMHBIMU MTPOMEKYTOYHBIMU JAHHBIMHU,
17ist 4ero tpebyercst GoJbliie PecypcoB OioKa
LEHTPAILHOTO UCTIOTHUTEJIS.

Kniouesvie cnosa: penienue 3ajad, MHCAUT, 3a/1a-
HUe-30H[, paboyasi MaMsiTh, AUMHAMHUKA MBICJIH-
TEeJIBHOTO TIpoliecca, yIpasJsdioniue QyHKIUH.
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Ponomarev (1976) suggested that insight is the rejection of a strategy of con-
sciously controlled search for a solution and the transition to an intuitive and
uncontrolled search for a solution to a creative task. In an algorithmic solution, the
result image is present explicitly, the solution process can be described by the
solver, and the approach to the answer is sequential. Consequently, control plays an
essential role in solving the task: during the process of executing the algorithm, the
solver monitors intermediate goals and compares one’s actions to the image of the
final result. Whereas in insightful solving the outcome is unpredictable
(Ponomarev, 1976), the process is not consciously realized by the solver (Ohlsson,
1992), the answer appears suddenly and in the absence of an explicit conscious
strategy (Metcalfe & Wiebe, 1987). At this point there is no unambiguous answer
on whether insight solving and algorithmic solving are fundamentally independent
processes, for example according to Ohlsson (1992), or whether these solutions are
obtained through the same mechanisms and differ only phenomenologically
(Weisberg, 1992). One of the main differences in the mechanisms of insightful and
algorithmic decision-making may be the involvement of control processes. In our
study, we define control as attention directed to the processes of operating at the
task elements, maintaining representations in working memory (Awh et al., 2006).

We also have some contradictory findings here. While there is no question
about the need of control for the algorithmic solution (Gilhooly & Fioratou, 2009;
Murray & Byrne, 2005), in the case of the insightful solution we have a very rich
diversity. There is evidence that control is necessary for insightful solutions
(Robbins et al., 1996), has no role (Lavric et al., 2000), or inhibits them (Reverberi
et al., 2005). We suggest that this contradiction may be explained by the fact that
the authors do not take into account the dynamics of insightful decision-making.
Insightful solution has several distinct phases which may be characterized by a fun-
damentally different role for control. At the beginning of the process there are
attempts to solve the task as a non-insightful one and control is needed to perform
calculations and monitor movements in the task space. All this continues until the
solver reaches an impasse. At this stage intuitive processes prevail and the role of
conscious control is minimized. It may even be harmful. Finally, after finding a
principal solution, control again becomes necessary to check the suitability of the
solution found and the final calculations (Ponomarev, 1976; Ohlsson, 1992).

Another issue is the low awareness of the processes involved in insightful solu-
tions, so the application of indirect methods is useful in investigating them. Such
methods can give us information about the processes of interest through their
influence on other processes and phenomena. One such indirect method is the cog-
nitive monitoring method we proposed earlier (Korovkin et al., 2014; Vladimirov
et al., 2016; Chistopolskaya, 2017). The method involves parallel performance of a
secondary task (a choice of two alternatives) with the main task. According to the
dynamics of the secondary task performance disorders (decreased pace, mistakes),
the method allows to reflect the dynamics of the managing control activity in the
process of creative decision-making.

The most frequent probe-task is the material (Korovkin et al., 2014; Korovkin
et al., 2018; Chistopolskaya, 2017) that involves loading subordinate working
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memory subsystems. However, in such a variant, we load both the subordinate sub-
systems and the central executive (Baddeley, 1992; Chistopolskaya, 2017), both
through the tasks themselves and through the stimulus material (use of images or
text). The complexity of such material itself and its impact on control functions is
not always clear, and there is evidence of an ambiguous role of the phonological
loop in this model. The phonological loop not only acts as a “container” for speech
information, but also seems to be connected to the maintenance and management
of action control. Even simple articulatory suppression such as the repetition of
“the” impairs the task of counting and shifting attention (Baddeley et al., 2001).
This makes it difficult to infer the role of control per se, and potentially disrupts
the task solving itself. Simplification of tasks and monitoring stimulus material is
important in order to draw more reasoned conclusions and to test the assumption
of a task solving disorder with difficult types of tasks and/or monitoring stimulus
material.

The monitoring method is fundamentally correlated with another promising
method of investigating the dynamics of control functions during insightful deci-
sion-making (the method of recording evoked potentials). In particular, this
method is close to the paradigm proposed by Lavric and colleagues (Lavric et al.,
2000). The authors recorded evoked P300 potentials while solving insightful and
non-insightful tasks. It was shown that during algorithmic tasks solving, the ampli-
tude of the evoked brain potential component that reflects control function activ-
ity (P300) was higher than during an insightful task solution. This supported the
assumption of a lower loading of the control functions. The data was also confirmed
later in our study (Vladimirov & Smirnitskaya, 2018). In Lavric’s work, a passive
single-tone paradigm was used. The subject was required to count the number of
sound signals during the task. Varying the intermodal interval was used to reduce
the attention habituation factor. Whether or not the subject performed the task
was monitored through mistake analysis. The authors averaged EPs over the entire
task time span; however, with this approach it is impossible to describe the dynam-
ics of control during the solution process.

It seems to us promising to combine the Lavric paradigm with the cognitive
monitoring paradigm. This would enable us to combine analysis of both behavioral
and physiological data and obtain a full picture of the dynamics of control during
the insightful decision-making process. However, it is difficult to combine current
monitoring options with electroencephalography techniques for at least two rea-
sons. Firstly, standard monitoring tasks are enough complicated to use them as EP
triggers. Secondly, the existing tasks do not involve intervals in the stimulus pres-
entation, whereas for evoked potentials these intervals are necessary, since in their
absence the data from neighboring triggers would be mixed up with each other.

The aim of our study is to test a version of the cognitive monitoring technique
that would, on the one hand, provide data on control loading in insightful decision-
making that is comparable to classical variants. On the other hand, the stimulus
used in it should be suitable as an EPs trigger.



494 LYu. Vladimirov et al. Monitoring the Loading of Executive Functions

Method

We suggest that control loading while solving an insightful task has specificity
in comparison to a non-insightful task. This paper uses a dual-task method in a
variant of cognitive monitoring involving competition for attention and working
memory resources (Korovkin et al., 2014). The task creating the competition (a
probe-task) is sound signals which subjects need to respond to according to the
instructions.

Stimuli

To investigate the role of control, we propose to use modally non-specific stim-
uli, i.e. sound signals presented in the single-tone paradigm. The characteristics of
the sound stimulus produced are: frequency 550 Hz, duration 200 ms with an inter-
val of 3 seconds after the subject’s response to the stimulus, and presented from
closed earphones.

This paradigm in the study of evoked brain potentials can also be used in a pas-
sive version if the inter-stimulus interval is varied, as in Lavric’s work (Lavric et
al., 2000). However, when using this paradigm in conjunction with the main task,
it is difficult to control the degree of attention to the auditory stimulus and so a
control measure, the subject’s response to the stimulus, is introduced. In order to
control of the habituation and workability factor, we introduce more complicated
instructions for responses than simply pressing a key.

In this experiment we vary two degrees of complexity: simple (alternating left-
right key presses), complicated (alternating left and right keys, with double consec-
utive right key presses). Varying the complexity of the instruction allows us to
change the load on the central executor block (managing control), which will enable
the assessment of the contribution of these particular processes to problem solving.

In our research we use two insightful and two non-insightful tasks, two of them
are verbal and two are visual, tested in the work of Chistopolskaya (Chisto-
polskaya, 2017).

An example of a verbal non-insightful task:

Marina is the sister of the daughter of the husband of Tatiana’s daughter’s aunt.
What is Marina’s relationship to Tatiana?

An example of a verbal insightful task:

Kirill spent three days in hospital. He was not ill or injured, but he had to be carried
when he was discharged. Why?

The program PsychoPy 2021.1.4 was used to perform the experiment.

Procedure

The subject is given a training series with simple and complex instructions
before solving the main task series. Before solving each task of the series, the sub-
ject can return to the training. During training before the main series reaction time
is recorded. The training takes one minute for each type of instruction. The subject
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was then provided with an instruction for the series of tasks, before solving each
task the instruction was repeated and the difficulty of the probe-task was clarified.
After solving each task, the subjective insightfulness was monitored by using the
Ellis scales (Ellis, 2012).

Instructions to the Subjects

A simple one: “You are asked to solve a task, and at the same time react as quick-
ly as possible to a sound. Starting with the “LEFT” key, change to the opposite key
for each subsequent sound. Example sequence: “LEFT”, “RIGHT”, “LEFT”,
“RIGHT”. Press “SPACE” at the end of the solving.”

A complicated one: “You are asked to solve a task, and at the same time react as
quickly as possible to a sound by pressing the button left or right. You will have to
press the keys in a certain order. Starting with “LEFT” followed by two consecutive
presses of “RIGHT”. Example: “LEFT”, “RIGHT”, “RIGHT”, “LEFT”, “RIGHT”,
“RIGHT”. Each press for one sound. Press “SPACE” at the end of the solving.”

There is no time limit for solving the task. The task is solved until the subject
has answered it correctly. While solving the task, the subject simultaneously per-
forms a secondary task (a probe-task).

The sample consisted of 25 subjects between the ages of 18 and 45 (M= 20, ¢ = 8.5).
Thirteen males and 12 females took part in the study.

Analysis and Discussion of Results

The results show that the tasks behave as in the paradigmatic work, are solved
in comparable time and are not complicated by the probe-task. The data from the
questionnaire (a structured post-experimental interview) developed by Ellis
(2012) was used as one of the variables to control for insightfulness of decision.
Based on the results, we can conclude that the tasks we classified as insightful are
indeed solved insightfully compared to the algorithmic tasks. We observe signifi-
cant differences in the criteria ‘solution suddenness’, #(90) = 2.61, p = .01 and ‘knew
solution direction’, £(90) = —2.4, p = .01, i.e., tasks that were assumed to provoke
an insightful solution were indeed rated as insightful (the solution came up spon-
taneously and the solver did not know which direction to take). Consequently, this
type of probe does not affect the type of task solution.

No significant differences in solution time depending on probe-task complexity
were found nor was a cross-effect of monitor complexity and task type. Only differences
between insightful and non-insightful tasks with a complicated probe are observed. It
is higher for insightful ones, F(1, 23) = 8.07, p =.009, n,> = 0.26. (see Figure 1).

In analyzing the pace of the probe performance (average response time per time
interval), we found significant differences. The influence of the factors ‘instruction
complexity’, F(1, 528) = 18.56, p <.001, m,2 = 0.03 (the more complicated the probe-
task, the lower the pace) and ‘task type’, F(1, 528) = 8.77, p = .003, ,> = 0.02) (the
pace is lower for non-insightful tasks) was observed, while there was no combined
effect of these factors (see Figure 2). This is consistent with the typical structure
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Figure 1
Insightful and Non-Insightful Tasks
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Figure 2
Diagram of response time dynamics to the secondary probe-task for the insightful
and non-insightful task for both complicated and simple probe-tasks
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of the data obtained in the monitoring paradigm: when solving in conjunction with
non-insightful tasks, probe response times are higher than in insight conditions,
which indicates a greater importance of control for non-insightful solving (Lavric
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et al., 2000; Korovkin et al., 2014). In our case, it also suggests that our tasks in the
behavioral experiment produce a picture of results identical to those obtained
using probes that are classical to the monitoring paradigm.

Observing the absence of differences in the solution time and the presence of
such differences in the pace of the secondary task, we can say that this type of probe
in both the simple and the complicated versions has no significant distorting effect
(distraction) on the process of task solving, but at the same time allows monitoring
changes in the working memory load. Combined with the suitability of the stimu-
lus we used for recording evoked potentials, this will provide for their use in studies
of insightful solution dynamics through the combined application of the monitor-
ing paradigm and electrophysiological methods.

While there are no dynamics in the pace of the task performing, reflecting the
working memory load, namely the central executor block, throughout the entire
stage of the task performing, we can detect dynamics in some periods of the solving.
Thus, for solutions with a complicated probe-task, we observe an increase in load-
ing at the last stage of the solving, F(1, 26) = 4.65, p =.04, n,> = 0.15. At the same
time there is no such dynamics with the simple probe (see Figure 3).

Such data, firstly, correlates with the already known results of the effect of
probe complexity on the dynamics of its execution: a complicated probe demon-
strates increased loading of the central executor block when solving insightful
tasks (Korovkin et al., 2018). This further confirms the validity of our proposed
probes in the context of the monitoring paradigm. Second, the presence of two
stimuli, one of which shows the dynamics of the central executor block at the level
of the behavioral experiment, allows us to vary the application of the technique
with maximum flexibility when combining it with the evoked potentials paradigm.

Figure 3
Diagram of the dynamics of the response pace to the secondary probe-task for the insightful
task for complicated and simple probe-tasks at the final stages
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Conclusion

To summarize, we can draw the following conclusions:

1. The probe-tasks we used provide a cognitive monitoring picture comparable
to classical stimuli. Accordingly, we can use them at the behavioral level to measure
the loading of control functions (of the central executive) in the insightful deci-
sion-making process of a behavioral experiment.

2. Since the stimuli were initially selected so that they could be used as triggers
for recording evoked potentials, we can use them when combining behavioral and
electrophysiological methods, which will then provide a more complete picture of
the dynamics of control function involvement in the insightful solution.

3. The influence of probe complexity on the manifestation of the control func-
tion dynamics that we have identified can be used to fine-tune methods in com-
bined psychophysiological studies with the combined usage of cognitive monitor-
ing and evoked potentials paradigms.
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